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Example: Ackermann-Péter, logically
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Rank vs logical complexity

It turns out that we can refine our results to account for logical complexity.

Writing IΣn for the fragment of PAwith induction on onlyΣn-formulas:

Theorem
IΣn has ‘proof theoretic ordinal’ωn`1.

Proof idea.
‚ The restriction of $

PA
to IΣn requires onlyΣn andΠn formulas, by a partial

cut-elimination in PA.
‚ We only need induction onΣr-formulas to proveăr`1-wf.

An excellent reference:
‚ [Takeuti, 1975]
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The road not taken: higher-type computation

There is another notable successful realisation of Hilbert’s Program: the Dialectica
functional interpretation.

Here, instead of extending PRA by recursion on higher ordinals, we allow the
recursive definition of higher order functionals.

An excellent reference:
‚ [Avigad and Feferman, 1998]

In recent years there have been astonishing applications via proofmining.
An excellent reference:

‚ [Kohlenbach, 2008]
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Finite types

Definition (Finite types)
The finite types (or simple types), written σ, τ etc., are generated by:

σ, τ, . . . ::“ N | σ Ñ τ

Think of types as extra sorts in our logic. Wemay extend the standard modelN to a
higher type structure by setting:

‚ NN :“ N
‚ pσ Ñ τqN :“ tf : σN Ñ τNu

Definition (Informal)
SystemT extends PRA by appropriate constants and primitive recursion at all
finite types.

NB:We are being imprecise about higher-type equality here!
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Example: Ackermann-Péter, again!
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TheDialectica functional interpretation

Gödel, 1958
For each formulaφ ofLA, there is a quantifier-free
T-formulaφNDpx, yq and aT-term tpxq s.t.:

PA $ φ ùñ T $ φNDpx, tpxqq

This finitistically reduces the consistency of PA to the termination of higher-typed
programming language.
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Level-by-level refinement
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Gentzen in 1938

“Indeed, it seems not entirely unreasonable to me to sup-
pose that contradictionsmight possibly be concealed even
in classical analysis. . . . the most important [consis-
tency] proof of all in practice, that for analysis, is still out-
standing.”

85 years later: this is still the biggest open problem in proof theory!
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Analysis: second-order Peano Arithmetic

The languageL2 of PA2 admits a sort not only forN (x, y, . . . ), but also type 1 objects
(sets, functions, etc.) (X, Y, . . . ).

Crucially we have a comprehension axiom,

DX @x pXpxq Ø φpxqq

for each formulaφpxq.

We can think of X as:
‚ A defined predicate.
‚ A set of natural numbers, with Xpxqmeaning x P X.
‚ A real number, with Xpxq being the xth bit of X.

14 / 26



Reduction to pure logic

Unlike PA, we can reduce PA2 to pure second-order logic:

Npxq ðñ @XpXp0q ^ @ypXpyq Ñ Xpsyqq Ñ Xpxqq

This gives us a definition ofNwhence we recover the induction principle.

This reduces Gentzen’s problem, consistency of PA2 to cut-elimination for
second-order logic...

...but there is no free lunch:

P

$ Γ, φpψq
D

$ Γ, DXφpXq

QpYq

$ Γ1, φpYq
@

$ Γ1,@XφpXq
cut

$ Γ,Γ1

ù
P

$ Γ, φpψq

Qpψq

$ Γ1, φpψq
cut

$ Γ,Γ1
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Takeuti’s conjecture, 1953

Does cut-elimination hold for second-order logic?
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Enter Tait, Takahashi and Prawitz

Building on foundational work of Schütte:

Theorem (Tait ’66)
Cut is admissible for second-order logic.

Theorem (Takahashi ’67, Prawitz ’68)
Cut is admissible in Church’s simple type theory, i.e. at all finite types.

However, these arguments are somewhat unsatisfactory:
‚ They are non-explicit: we have no proof-theoretic ordinal for PA2.
‚ They are admissibility results: there is no computational process.
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The success of proof interpretations

Theorem (Spector ’62)
PA2 is ND-interpreted into an extension ofT by bar recursion.

Theorem (Girard ’71)
PA2 is ND-interpreted into a second-order extension ofT.
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The story since Gentzen: the first steps into impredicativity

There has nonetheless been significant progress since the days of Gentzen:

Takeuti ’67
Ordinal analysis of theories ofΠ1

1-comprehension.

Rathjen ’90s-’00s
Ordinal analysis of theories ofΠ1

2-comprehension.

An excellent reference:
‚ [Rathjen and Sieg, 2022]
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Another inmate on Gentzen, 1945

“He once confided inme that he was really quite content since now he at last
had time to think about a consistency proof for analysis. He was in fact fully

convinced that he would succeed in carrying out such a proof.”
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Conclusions

There aremany other legacies of proof theory we have not discussed:1

‚ The application of proof theory to complexity theory.
‚ The application of proof theory to set theory.
‚ The application of proof theory to type theory and constructive mathematics.

These all constitute highly active areas of research, that are certainly beyond the
scope of this course!2

Thank you.

1...and I did not have time to write slides about!
2...but you can ask me for references.
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Exercises

1 We can think of functionsN Ñ N as streams (i.e. infinite sequences) of natural
numbers. Use (higher-order) primitive recursion to define functionals:

‚ hd : pN Ñ Nq Ñ N returning the first element of a stream input.
‚ tl : pN Ñ Nq Ñ pN Ñ Nq by pniqiě0 ÞÑ pniqiě1.

2 Show that the two recursive definitions of the Ackermann-Péter function, A (by
higher-ordinal recursion) and A1 (by higher-type recursion) coincide.

3 Show that second-order logic with equality can be interpreted in second-order
logic without equality.

4 A function f on the ordinals is normal if:
‚ (Strict monotonicity.) α ă β ùñ f pαq ă f pβq.
‚ (Continuity.) λ is a limit ordinal ùñ f pλq “ sup

αăλ
pf pαqq.

Show that:
a f commutes with suprema, i.e. f psup Aq “ supαPA f pαq.
b f pαq ě α for all ordinalsα.
c f has arbitrarily high fixed points, i.e. for allα there is γ ě αwith f pγq “ γ.

5 (Long.) Show that each primitive recursive function f p⃗xq is dominated by
Apm,maxp⃗xqq, for somem P N. Conclude that A is not primitive recursive.

6 Write IΣ1 and IΠ1 for the fragments of PAwith induction on onlyΣ1-formulas
andΠ1-formulas, respectively. Show that IΣ1 “ IΠ1.
(Hard.) Show that IΣ1 is even equal to the fragment of PAwith induction only
on Boolean combinations ofΣ1-formulas.
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